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Abstract-A generic model predictive control framework has been proposed for a fixed-bed reactor with exother- 
mic reaction. The proposed framework can conduct nonlinear inferential control of a product concentration together 
with Iinea-multivaJable control of bed temperatures. In addition, the fi-anework can acconm~odate the multi-rate san- 
piing and a~a!ysis delay caused by the product measurement Perfom~ance of the proposed tectmique has been de- 
monslrated with a non-adiabatic fixed bed reactor model producing maleic m~hy&ide under various operating sce~aios. 
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INTRODUCTION 

Among many different types of reactoz~ that play important roles 
in chemical plants, the non-adiabatic fixed-bed reactor with exo- 
thennic reactions has drawn constalt interests fi-om many resea-ch- 
era. One of the reasons for this is the se~lsitive and intricate char- 
acteristics of the reactor system caused by the heat of reaction non- 
linearly dependent on the bed-tempera~-e [Cho et aI., 1998]. Such 
chmacteiistics may destabilize the reactor system mad thus have posed 
intereslmg operational problems on bed temperat~re conlrol. It is 
well-known that the hot spot is most sensitive to changes in op- 
erating conditions. The industrial practice has been to pick the high- 
est one among the multiple tempera~e measurements placed at 
va-ious axial positions and regulate it Howevm; the temperature 
does not necessanly represent the hot spot since the hot spot may 
occur between sensing positions and moreover may &-it~ along the 
axial dh-ection depending on the operating conditions. A refined 
method to locate the hot spat more precisely would improve the 
temperature control aspect of the fLxed-bed reacton 

While the hot spot temperature is an important control item for 
reactor stability, the product composition is the key item that de- 
tezmines the economy of the reactor operation. Howevm; due to the 
limitation of the current process analyzers, on-Me measurement of  
the product composition is available only with a long sampling in- 
terval with a long analysis delay. Another aspect to consider is that 
the product con~position fi-equenfly appears as a highiy nonlinear 
function of the operating conditiom since the economic optimum 
generally exists around an exlremum point. For effective reg~fla- 
tion of the product compasitiorg therefore, nonlinea itfferential con- 
troi is required. 

Addressing the above mentioned problems in filll or in part, var- 
ious coi~a-ol system designs have been studied Perhaps Jutan et aI. 
[1977] are one of the earliest contributors who studied model-based 
multivariable control of a f~xed-bed reactoi: They applied standard 
LQG (Imear quackatic gaussian) coim-ol to a pilot-scale b ~ l e  hy- 
drogenolysis reactor. They derived a state space model from the rig- 
orous no, Rinea- reactor model using o~thogonal collocation and de- 
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signed the state estimator and cormoiler based on t t~ model. The 
controlled variables were bed temperatures and product composi- 
tion. Howevei; the ~ue hot spat temperature was not traced and in- 
ferential composition conlrol was not devise4 Lee and Lee [1985] 
have proposed an opNnJzing coi~a-ol scheme that maxilnizes the 
profit fiom a reactor operation. They demonshated the perfom~ance 
of the scheme in a pilot-scale fixed bed reactor producing maleic 
anhy&ide. Kozub et aI. [1987] also conducted expezimental study 
in the same butane hy&ogenolysis reactor. They designed LQ and 
internal model conlrol (IMC) using an empirical Iransfer function 
model and regulated propane yield and butane coi~a~ei~ion meas- 
ured with a process gas chromatograph by manip~ting of a bed 
te~nperamre set paint and hydrogen flow rate. Chen and Sun [1991] 
have compared the performance of various adaptive itfferential con- 
troi schemes through s im~t ion study. They showed that nonlinear 
estilnator-based control perfom~s better than those based on linea- 
estimators. Howevez; the mahematical fonnulation of the conlrol- 
Ier ks too complex to use in industries. Bu&nan et al. [1992] have 
proposed robust inferential control schemes for a packed-bed reac- 
tor system while comparing various inferential cor~ol techniques. 
Tt~-ough experhnentaI study, they observed that a linear static in- 
ference model on the basis of partial least square tectmique shows 
satisfactory performance. However, it was observed that the Imear 
inferential control shows performance limitation when the process 
variables deviate fi-om the nominal operating regiorL Doyle et al. 
[1996] proposed a nonlmear conlroI algoiithn using feedback Im- 
eaization for a packed-bed reactor. Their concern was hot spot dy- 
namics described by a wave propagation model (f~st-order hyper- 
bolic partial differential equation). Hua et aI. [1998] have proposed 
an approach to esNnate the unlmown states and inlet dis~bance 
using a nonlmear state observer for an a~tothermal packed-bed reac- 
tor under pez-icdic opemtior~ The state observer was derived fi-om the 
fimdamental reactor model. Hua and Jutan [2000] have approached 
with the algo~Jtt~n that has cascade conlrol scheme with a nonlin- 
e a  model s~ucture for the control of packed-bed reactor. They con- 
slructed nonlinear process model and then adjusted the reference 
value for conlrolled vaJable based on the nonlinear process model 
during operatior~ With the model, the ut~:nown temperature state 
and inlet concentration were estimated by a nonlinear observer fiom 
only a few temperature measurements. 
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The concem of the present study is placed on the practical and 
generic applicability of control schemes for f~xed-bed reactors in 
addition to the performance. For this, we propose a generic model- 
based predictive control (MPC) ~amework for combined hot spot 
tempera~-e control and n~Iinear itfferei~al control of prcxJuct com- 
positiol~ This fi-amework has advantages in that it can not only ac- 
co~mnodate all the aspects and requuements of the non-adiabatic 
reactor mertioned previously but also handle various types of in- 
put and output constraints. In addition, all the necessary models for 
controller design are desved fi-om data, which greatly reduces the 
modeling eKbrts compared to the f~adamental model-based con- 
IroI schemes. The proposed conI~ol technique has been applied to 
a fixed-bed reactor model producing maleic anhydride (MA) by 
parhal oxidation of  n-butane (n-  C4). 

PROCESS DESCRIf fr ION 

1. Numerical  Modeling 
We consider a non-adiabatic fixed-bed reactor producing MA 

from n -  C4. Tile reaction is described by 

n-C~Hl0 +20~--> C~H~Oz(MA) +4H20 

C4H203 + ~-~-!O~ 2>4cCO +4(1-c)CO~ +H20 

C~Hlo + ~ O ~ ! >  4%CO +4(I -%)CO~ +5H~O (1) 

Since the reactions are highly exothemlic, suppression and effec- 
tive removal of heat of reaction are ~aruount  importance for stable 
and safe operation of the reactor. For this, n - C 4  concentration in 
the feed stream is diluted at 1.2 vol% and the reactor is designed as 
a multi-tube heat exchanger with 1 inch Inner diameter. 

For t t~ type of reactoi~, axial dispersion is negligible whereas 
the radial distributions of temperature and composition are impor- 
tant ['Froment and BischoK, 1979]. Under these assumptions, the 
pseudo-homogeneous two-dinemional reactor model can be set up. 

Through a standard procedure, the mass and heat balance equa- 
tions are represented as 

0C~ =-r +r r ~ + p__B1. ' 
at \~s) Oz kR~s)rOr\ 0 r )  s (2) 

0T =_(C_~_~30T +( ko, "~I 0 (.0T'~ p,CR@A_~ 

where 

r* z* z =L, g =goexp(-%mr>. C,=C~,I=~,z= E, 

In the above, the subscripts i = 1 and 2 represent n -C4 and IvIA, re- 
spectively and the superscript * means an actual value. Also, I7 and 
Rj represent the reaction rate producing the component i and the 
reaction rate for the j~ reaction path in Eq. (1), respectively. All the 
reaction rates are assumed to be of first-order. 

The boundary and initial conditions are given by 

0C, 0T=0 
at r=0, 0--7 = 0--~ 

0C, 0 0T 
atr=l, ~ = , 7i. =B,(T~-T) 

Table 1. Parameters of the reactor model 

Nominal input values ~= 1.2 [sec], %~=430 [~ 

Parameters for 
normalization 

Parameters for 
reaction 

Parameters for 
heat transfer 

L=70 [cm], R=1.3 [cm], TR=727 [~ 
CR = 5.803 6 x 10 -y [mol/cm 3] 
klo = 1.320 x 103 [cm3/sec-gcat], 
k2o = 1.612 x 102 [cm3/sec-gcat], 
k30=4.050 x 104 [cm3/sec-gcat], 
Ah I =-311.6 [Kcal/gmol], 
Ah2 = -  140.1 [Kcal/gmoI], 
Ah3=-451.7 [KcaI/gmoI], 
El = 11,720 [cal/gmol ~ 
E2=9,840 [cal/gmol ~ 
E 3 = 19,070 [cal/gmoI ~ 
B~ = 12, Cpg=0.267 [cal/g ~ 
D0~=2.8 [cm2/sec], 
k0~ = 1.30 [g/cm3], C =0.34 [cal/cm 3 ~ 
~=0.47, p~=l.30 [g/cm3], 
pg=4.20x 10 -4 [g/cm 3] 

at z=0, C, =C,o, C~=0, T=To 

at t=-0, C,=C~0; z), T=T~ z) (4) 

For simplification, the outer strface temperature of the reactor wail, 
T~,, has no spatial distribution and directly mampulable. 

For ntrnerical modeling, pseudo-steady state assumption is in- 
troduced for the component balances, i.e., OC,/Ot=0, first, and then 
orthogonal collocations along the axial as well as radial directions 
were introduced. The number of intemaI collocation points for the 
radial and axial collocations were three and seven, respectively. This 
results in a t~vo sets of 21 algeh-aic equations (AE's) fi-om Eq. (2) 
and 21 ordinary differential equations (ODE's) fi-om Eq. (3). Since 
the resulting equations flora I:~th Eqs. (2) and (3) are linear in com- 
positions, the composition terms in the ODE's can be completely 
eliminated by the AE's Ieavmg 21 nonlinear ODE's with respect to 
the bed temperatures. Detailed collocation proce&u-e can be found 
in Lee [1983]. 

In Table 1, we list the nominal operating conditions and the pa- 
rmneter values used in tile model. 

In the concerned reactor, the hot spot temperature and IvIA yield 
are two import~lt items to be regulated: the former for reactor sta- 
bilization and the latter for economy. For this, the wall temperat~tre, 
T~, and the space time, % are assumed to be mampulate& 

It is assumed that tile IviA yield is measured at every 10 min with 
10 min of analysis delay. 
2. Bed Temperature Dynamics and Hot Spot Measurement 

In this subsection, the current industrial practice on reactor tem- 
perature con~oI, where a bed temperat~tre at a fixed position is re- 
gulated, is reassessed first and an improved techtfique to more pre- 
cisely estimate the hot spot temperature is proposed. 

In Fig. 1, we show the dyrmlnic responses of the bed tempera- 
~-e at z=0.25 to two different step dlanges in space ~ne. This loca- 
tion is a little bit rigcht to tile hot spot under tile nominal operating 
conclition. It can be seen that the temperature always decreases at 
new steady states hTespective of the direction of  At:. 

The above nonlinear behavior can be expected if we consider 
the traveling pattern of the temperature profile to changes in "c as 
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Fig. 1. Step response of temperatm'e at z=025 when �9 is increased 
by 20% (a) and x is decreased by 50% Co). 

810 

- 7 9 0  . . . . . . . .  

7 8 0  

7 7 0  

7 8 0  

7 5 0  

740 

73o 

�9 I" 720 

710 

810 

Z 
(a) 

800 

.~ 790 

P 780 D. 

I~ 770 

7 6 0  

E 750 

7 4 0  

7 3 0  

720 "1- 

710 

Z = 0 , 2 5  
Normlni l  Cllse 

........ Decrease in 

Z 

(b) 

Fig. 2. Step i~sponse of hot spot temperature atwhen x is increased 
by 20% (a) and x is decreased by 50% 0b). 

depicted m Fig. 2. For example, to a increase m "c, T(z=0.25) de- 
creases monotozlically. On the other hand, to an decrease in "c (Fig. 
2b), T(z=0.25) rail increase and then decrease as the temperatoze 
profile moves backward along the axial direction, which may result 
in an immerse response. When the magzlitude of the flow rate change 
is smaI1, however, T(z=0.25) may remain at a higher temperaure 
than its initial value. In conclusion, a bed temperature at a f~xed posi- 
tion not only cannot represent the ~ue hot spot but also may raise 
difficulties in controller desigrL In industrial reactors of this type, it 
is common to fix the feed flow rate and only the jacket tempera- 
ture is manipulated for bed-temperature control. 

To improve the above problem, in this study, we ~ace and esti- 
mate the ~ue hot spot. The bed temperature profile is approximated 
by a Lagrange interpolation polynomial determined using the bed 
tempera~-e measurements and the hot spot is located where the 
first,order derivative of the polynomial vmlishes. 

Fig. 3 shows the step responses of the hot spot temperature. The 
zlozRineaity problems can be obsel~ed in the figure. The steady 
state gains have the same sign for both positive and negative changes 
in the feed flow rate though some nonlinearities are obsel~ed during 
the ~ansients. From the response, it can be easily expected that the 
Imear controller may show the limitation m controlling the process. 

With the propased hot spot estimator, the overall reactor system 
with the associated Input and output signals can be described as in 
Fig. 4. The sampling time for control was chosen to be 1 rain. 

DERIVATION OF THE C O N T R O L  A L G O R I T H M  

1. Model  Development 
For con~-oller design, a linear state space model was mta-cx:luced 

for the hot spot temperature. Since the hot spot temperature mono- 
tonically increases with the increase in the coolant temperature and 
remains almost unchanged with the change in residence Nne, this 
approach can be justified for a relatively laige ct~nge in the hot spot 
temperature. If we let yr(t)~ R and u(t)~ R z denote the non~aalized 
deviation vaiiables for the hot spot temperature and ['1: T~o] r, respec- 
tively, the mode1 is represented by 

z(t+ 1)=Az(t)+Bu(t)+v(t) 
y~(t)=Cz(t)+w(t). (5) 

where v(t) and w(t) are zero-mean white noise sequences. It is as- 
sumed the MA yield, Y2,~(0, can be related to the hot spot tempera- 
ture and the input variable m the followmg quadratic form: 

y~w(t)=F~yr(t)+E2u(t - 1)+F3u2(t - 1)+r(t) (6) 

Korean J. Chem. Eng.(Vol. 19, No. 2) 
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Fig. 4. Schematic diagram of the simulated reactor system. 

makes ttse of the fact that, among different bed temperatztres, the 
hot spot temt:erab~a-e has the strongest conelation with the product 
composition [Jt~tan et aI., 1977]. The part that cannot be repre- 
sented by the hot spot temperat~re is correlated with the input var- 
iables. 

Using the output equallon of Eqs. (5), (6) can be rearranged to 

y,~(t) =F,Cz(t) +F~u(t- 1)+F3u~(t - 1)+F,w(t)+r(t). (8) 

Eqs. (5) and (8) can be augmented to a single state space model as 
follows: 

x(t + 1 ) =.&x(t) +gu(t) +v(t) 
y(t) =C[u(t - 1)Ix(t) +w(t) (9) 

where 

x(t) L Iu(t~)l l ' y(t) ~[yr(t)l W(t) s  LYM~( t)l' LFI w(t)w(t)+r(t)ll' v(t) L fr(0t I ' 

~ ~, [a 0~, ~ ~ [IB], ~[u(t_ 1)] ~, [F CC F ' 0 
L 0 oJ + F y ( t - I  1' 

u(t) ~,',(t) 0 ]. 
L 0 .~(t)_j 

Measurement of Y~,~(0, say y~(t), is obtained with a long analysis 
delay. If the analysis takes d sampling times, 

y'~(t)=FiCz(t - d)+172u(t-d- 1)+F3u~(t-d - 1)+e(t) 
=[F,c F ,+Fy(t -d-  1)]x(t- d)+e(t) (10) 

where e(t)s n(t) is the measurement error. 
To include the delayed state in the state space model, Eq. (9) need 
to be augmented as follows: 

~ [i] lull - + u(t) + (I1) -/I~ 0/IXl<t l IXl(t +I)1 

hx~(t+I).J L0--: ~ ;_JLx[(t)l 

The measurement equation has a time-varying structure beca~tse of 
the different sm'apIing periods of the temperatures and the yield. 
When the temt:era~tre and the yield are measured at the same time, 
the measurement equation is given by 

(t)l 0 --- 0 [FIC g~+FY(t -d- I ) ] J |  i |  Le(t)J 
N(t)_l 

(I2) 

\~nen only the hot spot temperature is measured, the measvtrement 
equation becomes 

virheie 

uS(t-I) a [u;(t - 1 l ~ ( t  - 1 (7) 

and r(t) represents a zero-mean residual temp. The above model 

Ix(t)~ 

0,0 lXll   I 
N(t)_l 

+w(t). (I3) 

For simplicity, Eqs. (11) to (13) are rewritten as 
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x(t+ Z)=A<t)+Bu(t)+v(t) 
y(t)=C(t)x(t) +w(t). (I 4) 

The above linear state space model is an exact ~-ansfon~aation of 
Eqs. (5) and (6) without any approximation. 

2"0 include the integral action, we write Eq. (15) m the rune-dif- 
ference form [Lee et aI., 1994]. 

x(t+ I)- x(t)=A{x(9- x(t- I)} +B{u(t)-u(t- 1)}+v(9-v(t- I) 
y(t)-y(t-1)=C(t):~t)- C(t-1)x(t - 1)+w(t)-w(t- 1). (I5) 

Here, we introduce an approximation of C(t=l)~C(t) or equiva- 
lently ~(t)-~u(t). Then the above can be rearranged to a state space 
model as follows: 

z(t+ 1)=r +F(t)Au(t)+n(t) 
y(t)=xZ(t)z(t) (I6) 

where 

-Ly(t)( LC(t)A I] LC(t)B/ 

n(t) s Iv(t) -v(t -I)], Au(t) ~u(t) -u(t- 1). 
bv(t + 1) -w(t)l 

2. State Estimator and Pl~dictor Equation 
The standad Kahnan filter algorithm is used for state estimation 

[As~-Om and Witteumark, 1997] 

z(t+ lit) =r F(t)Au(t) 
z(tlt)=z(tlt- 1)+K(t)(y(t)-~(t)z(tlt- I)). (I7) 

where K(t) represents the Kalman gain. 
The output prediction equation is easily cons~ucted fi-om (17) 

and given by 

k - I  h - I  

z(t +kl t)~Hr +ilt)z(tlt ) +~ |  +ilt)F(t +ilt)Au(t +i) 
=0 ~ =0 

y(t +kit) =~( t  +k)z(t +kit) 

{ (; k ~ - '  + | = ~=,+,@ -jlt) when O_<i<k-I (I8) 
when i = k -  1 

where ~(t+il t) is an approximation of ~(t+i) hexed on thne t. In 
the formulation of c)(t+i), the input values at time t+i-d- 1 is needed. 
The future input values used in c)(t+i) are approximated by u(t-1) 
when i>d+l for simplicity Likewise, F(t+ilt) and @(t+ilt) are ap- 
proximated by the same procedure. The reason for this approxima- 
tion is to write the output prediction as a linear fuilction of future 
input movemei~. By tNs approximatioil, the input is obtained by 
solving a quadratic programming problem. To mitigate potential 
prediction error by the above mentioned approximation, howevei; 
it is recommended to suppress excessive f~mre input movements 
by imposing conslraints on the input change and/or a more penalty 
on larger input change using R in Eq. (19). 
3. Input Calculation 

When linear constraints are imposed on the process variables, 
we solve the foIiowing predictive cor~ol problem at every t and 
impIement Aunt) in the process: 

l~(o~{:~llY(t +kit)-Y~(t)[l~ +[l~ (t +k)l]~+ '_~)lAu(t +k-i  )[l~} 

subject to Eq. (18) and lmea- cons~-aitCs on the input and output 
variables 

Here, ~(t+k) is a slack vm-iable to relax the potential infeasibility 
of the output cons~aints [Zafiriou and Chiou, 1993]; y(t+klt) repre- 
sents the optimal prediction ofy(t+k) based on the information up 
t o t  

NUMERICAL SIMULATION 

1. Model Identification 
The identification experiment was conducted by applying rode- 

pendent PRTS (Pseudo Random Tertiary Sequence)'s to the two 
input variables. The state space model m Eq. (5) for the hot spot 
te~apemmre was determined using a subspace identification meth- 
od, called N4SID [Overschee and Moor, 1994]. The order of the 
obtained state space model was found to be 4. Also the nonlmea 
quality inferential model in Eq. (6) was found tt~-ough the plain least 
squares method. 
2. Results and Discussion 

Numerical simulation has been performed for three cases. The 
f~ t  is on regulation when the inlet n-C4 concenbation is decreased 
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by 5%. The second and third me on tracking when the set points of 
both hot spot temper~ure and MA yield are changed. For the 
second case, the new steady state is given in a region that can be 
linearly extended fium the initial steady state. For the thint c~tse, 
however, the new steady state is given beyond the liuear region. 
For each case, performance of proposed nonlinear inferential con- 
tml is compared with that o f  linear inferential control. 

Fig. 5 shows regul~ion performance of  the proposed conlrol tech- 
nique when the inlet n-C4 concentration is decreased by 3% step- 
wise at 60 min. As csal be seen, both hot spot tempa~ature said MA 
yield are influenced by the utflmovm disturbance but recovaed quick- 
ly by the proposed conlrollet: Performance of linear inferential MPC 
is sinfilar to Fig. 5 and is not shown here. 

In Fig. 6, tracking performance of the proposed control technique 
is given when the set poiuts of hot spot temperature and MA yield 
are raised by 5 ~ and 4%, respectively. Both controlled vsa'iables 
converge to their new set points fast and smoothly. To this set point 
change, liuear inferential MPC responds similarly and the result is 
not shown here. 

The new steady state defaled by the set point change in Fig. 6 is 
in fact in a linear region around the initial steady state. To show this, 
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Fig, 6. ]~aeking performance ~ fire proposed nonlinear i n f ~ m -  
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spot temper~ature, (b) MA, yield. 

Fig. 7. Three dintenaional plot of the steady state MA yield with 
respect ot the input variables. 

steady state MA yield is computed for vsaicus input values and plot- 
tedin Fig. 7. We can see that the new steady state is in the same 
uphill of the fllree dimensional plot. If'the new steady state is given 
in reg~n 2, Le. on the other side of  the hill or on the ridge of the 
hill, linear inferential MPC might not successfully function while 
the proposed nonlinear inferential lVIPC may still work. 

To va-ify the above consideration, in the third case, we have tried 
the MA yield set point at 0.42 while the hot spot set point is given 
at 800 ~ Here, MA yield of  0.42 is not an achievable one as is 
manifested in Fig. 7. According to the objective in Eq. (19), if ap- 
proprimely works, the conlroller will steer y(t) to amaximum achiev- 
able point diJxdng the hot spot temperam'e as closely as to its set 
point at the same time. Since the maximum achievable MA yield 
is around the ridge of Fig. 7, linear inferential MPC may not suc- 
ceed to attain it. Fig. 8 s~nmsa-izes the perfoimance of linesa" in- 
ferential MPC. As can be o~etved, control fails leading to hot spot 
mn-aw~ said complete oxidation of n-C4. On the other hand, non- 
linear i,ffe~ltial MPC works suo:essfully as in given in Fig. 9. After 
some transient, MA yield said hot spot temperature settle at anew 
steady state near the dictated set points with some offsets. 

CONCLUSIONS 

Through this study, we have Woposed a model predictive con- 
tml (MPC) tectlnique for a fixed-bed reactor where nonlinesa" qual- 
ity inferential control with analysis delay is conlbined. A novel fea, 
ture of  this technique is that nonlinem'behavJor of  the product quality 
can be incctpoi~ed in the inferential control without ina~easing any 
conlputafional demand fiom the standard linear inferential MPC. 
Along with this study, problans with the bed-temperatm'e mea,-aa'e- 
ment at a fixed position sa'e discussed mid a simple but useful tech- 
nique to pursue the l~ue hot spot tanpemture is proposed 
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The proposed nonlinear inferential MPC technique has been ap- 
plied to a non-adiabatic f~xed-bed reactor where partial oxidation 
of n-butane to maleic anhydride takes place. Through a series of 
simulation studies, it was obviously seen that the proposed noniin- 
ear inferential MPC tectmique can approv-iately work over a wide 
region of operating condition while conventional Imear inferential 
IvIPC can peffom~ only in a na~-ow region where the reactor behav- 
ior can be approxtmated by a linear model. Also the proposed non- 
linear inferential MPC technique can ~uly extremize the prcduct 
yield or the operation profit if suitably modified 
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NOMENCLATURE 

L 
R 
T~ 
t 
T~ 
C R : 
kl0 : 
k2o : 
k3o 
Ah, : 
Ah, : 
Ah3 : 
Cp~ : 

ker 

g : 

PB : 
Pg : 

: normalization factor for reactor length [cm] 
: normalization factor for reactor diameter [cm] 
: reference temperature for reactor temperature [~ 
: reference residence time [sec] 
: reference temperature for reactor wail temperature [~ 

reference concentration [mol] 
pre-exponential factor [cin3/sec-gcat] 
pre-exponential factor [cm3/sec-gcat] 
pre-exponential factor [cm3/sec-gcat] 
heat of reaction [Kcal/gmoI] 
heat of reaction [Kcal/gmoI] 
heat of reaction [KcaI/gmoI] 
specific heat of  reactant gas [cal/g~ 
effective radial diffusivity [cmVsec] 
effective radial conductivity [g/om 3] 
mean specific hat defined by Cp, pB+Cp~p~ [cal/cm 3 ~ 
void factor 
bulk density [g/cm 3] 
density of  gas [g/om3] 
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